Newton's method and Scoring

## 1. Maximizing likelihood functions using Newton's method (1-dim.)

을 어떤 모집단으로부터의 랜덤샘플이라 하고, 를 확률밀도(질량)함수라 하자. 여기서 는 모수이다.

최대우도추정량(MLE) 은 다음과 같은 log-likelihood를 최대화하는 값으로 정의된다.

적절한 조건 하에서 MLE를 찾는 것은 다음과 같은 우도방정식을 푸는 것으로 귀결된다.

따라서, 우도방정식의 해를 구하기 위한 Newton's algorithm은 다음과 같이 표현된다.

#### 1.1 Observed vs expected information

피셔정보행렬(Fisher information matrix)의 정의를 떠올려 보아라.

이 때, 를 observed information이라 하고, 그 기대값 을 expected (Fisher) information 이라 한다.

* 는 양수의 값을 가져야 한다. (why?)
* 는 최대값 근처에서 우도함수의 모양(특히, 뾰족한 정도)을 결정한다.
* 의 값이 모든 에 대하여 양수일 경우 Newton's method에 의해 생성되는 수열의 MLE로의 수렴성이 안정적이다. 하지만, 경우에 따라 음수인 영역이 존재할 수 있으며 이 경우 알고리즘이 불안정할 수 있다.

#### 1.2 Example

##### 1.2.1 성공확률

이 로부터의 랜덤샘플일 때, 성공확률 에 대한 MLE를 계산해보자.

1. 으로부터 임을 알 수 있다.
2. Newton's method에 의해

p <- 0.1  
g <- function(x,p){sum(x)/p - (length(x)-sum(x))/(1-p)}  
dg <- function(x,p){-sum(x)/p^2 - (length(x)-sum(x))/(1-p)^2}  
tol <- 10^{-8}  
set.seed(1)  
x=rbinom(100,1,0.3)  
for (i in 1:100)  
 {  
 J <- dg(x,p)  
 newp <- p - g(x,p)/dg(x,p)  
 err <- abs(newp-p)  
 print(c(i,p))  
 if (err<tol) break  
 p<-newp  
 }

## [1] 1.0 0.1  
## [1] 2.0000000 0.1744361  
## [1] 3.0000000 0.2622224  
## [1] 4.0000000 0.3128146  
## [1] 5.0000000 0.3199112  
## [1] 6.00 0.32  
## [1] 7.00 0.32

c(newp,sum(x)/length(x))

## [1] 0.32 0.32

g(x,p)

## [1] 1.278977e-13

dg(x,p)

## [1] -459.5588

plot(seq(0,1,0.01),sum(x)\*log(seq(0,1,0.01)) + (length(x)-sum(x))\*log(1-seq(0,1,0.01)),xlab="p",ylab="",type="l")  
abline(v=newp,col="red")

![](data:image/png;base64,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)

plot(seq(0,1,0.01),g(x,seq(0,1,0.01)),xlab="p",ylab="",type="l")  
abline(h=0,v=newp,col="red")
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##### 1.2.2 로지스틱(logistics) 분포

이 다음과 같은 확률분포로부터의 랜덤샘플일 때, 모수 에 대한 MLE를 계산해보자.

cf) .

dl <- function(x,theta){length(x)-2\*sum( exp(-x+theta)/(1+exp(-x+theta)))}  
ddl <- function(x,theta){-2\*sum( exp(-x+theta)/(1+exp(-x+theta))^2)}  
tol <- 10^{-8}  
set.seed(1)  
x=rlogis(100,5,1)  
theta <- mean(x)  
for (i in 1:100)  
 {  
 newtheta <- theta - dl(x,theta)/ddl(x,theta)  
 err <- abs(newtheta-theta)  
 print(c(i,theta))  
 if (err<tol) break  
 theta<-newtheta  
 }

## [1] 1.000000 5.087336  
## [1] 2.000000 5.099729  
## [1] 3.000000 5.099729

dl(x,theta)

## [1] -2.842171e-14

## 2. Newton's method

* Example (syetem of equations)

의 해를 구하여라.

위 문제는 로 정리 가능함.

앞 장에서 함수가 단변량일 때는 각 지점 에서의 1차 테일러 근사를 이용하여 수열 을 생성하였다. 비슷한 방식으로 접근하되 함수가 다변량이므로 다변량함수에 대한 테일러 근사를 이용하여야 한다.

* 이변량함수에 대한 근방에서의 1차 테일러 전개

cf) 는 를 나타냄.

* 로 두고 에서 테일러 근사를 각 함수에 대해서 적용하여 보면

따라서,

즉, 가 한번 업데이트된 해의 근사치이다.

* 이변량의 경우 일반적으로 Newton's method를 정리하면,

위 example의 경우에 적용하면,

z <- c(1,0)  
g1 <- function(z){z[1]^2+z[2]^2-2}  
g2 <- function(z){z[1]-z[2]-2}  
dg11<- function(z){2\*z[1]}  
dg12<- function(z){2\*z[2]}  
dg21<- function(z){1}  
dg22<- function(z){-1}  
tol <- 10^{-4}  
for (i in 1:100)  
 {  
 J <- matrix(c(dg11(z),dg21(z),dg12(z),dg22(z)),2,2)  
 newz <- z - solve(J)%\*%c(g1(z),g2(z))  
 err <- max(abs(newz-z))  
 print(c(i,z))  
 if (err<tol) break  
 z<-newz  
 }

## [1] 1 1 0  
## [1] 2.0 1.5 -0.5  
## [1] 3.00 1.25 -0.75  
## [1] 4.000 1.125 -0.875  
## [1] 5.0000 1.0625 -0.9375  
## [1] 6.00000 1.03125 -0.96875  
## [1] 7.000000 1.015625 -0.984375  
## [1] 8.0000000 1.0078125 -0.9921875  
## [1] 9.0000000 1.0039062 -0.9960938  
## [1] 10.0000000 1.0019531 -0.9980469  
## [1] 11.0000000 1.0009766 -0.9990234  
## [1] 12.0000000 1.0004883 -0.9995117  
## [1] 13.0000000 1.0002441 -0.9997559  
## [1] 14.0000000 1.0001221 -0.9998779

newz

## [,1]  
## [1,] 1.000061  
## [2,] -0.999939

c(g1(newz),g2(newz))

## [1] 7.450581e-09 0.000000e+00

* 일반적으로 개의 서로 다른 -dimensional 함수에 대한 연립방정식을 푸는 Newton's method

단,

, ,

* Example

이 언제 최소값을 가지는가?

위 함수의 최소값을 찾는 문제는 을 푸는 것과 동치임. 그러므로 여기에 Newton's method를 적용하는 것으로 충분함.

z <- c(1,1)  
g1 <- function(z){4\*z[1]^3+4\*z[1]^2\*z[2]}  
g2 <- function(z){4\*z[2]^3+4\*z[2]^2\*z[1]}  
dg11<- function(z){12\*z[1]^2+4\*z[2]^2}  
dg12<- function(z){8\*z[1]\*z[2]}  
dg21<- function(z){8\*z[1]\*z[2]}  
dg22<- function(z){12\*z[2]^2+4\*z[1]^2}  
tol <- 10^{-4}  
for (i in 1:100)  
 {  
 J <- matrix(c(dg11(z),dg21(z),dg12(z),dg22(z)),2,2)  
 newz <- z - solve(J)%\*%c(g1(z),g2(z))  
 err <- max(abs(newz-z))  
 print(c(i,z))  
 if (err<tol) break  
 z<-newz  
 }

## [1] 1 1 1  
## [1] 2.0000000 0.6666667 0.6666667  
## [1] 3.0000000 0.4444444 0.4444444  
## [1] 4.0000000 0.2962963 0.2962963  
## [1] 5.0000000 0.1975309 0.1975309  
## [1] 6.0000000 0.1316872 0.1316872  
## [1] 7.0000000 0.0877915 0.0877915  
## [1] 8.00000000 0.05852766 0.05852766  
## [1] 9.00000000 0.03901844 0.03901844  
## [1] 10.00000000 0.02601229 0.02601229  
## [1] 11.00000000 0.01734153 0.01734153  
## [1] 12.00000000 0.01156102 0.01156102  
## [1] 13.000000000 0.007707347 0.007707347  
## [1] 14.000000000 0.005138231 0.005138231  
## [1] 15.000000000 0.003425487 0.003425487  
## [1] 16.000000000 0.002283658 0.002283658  
## [1] 17.000000000 0.001522439 0.001522439  
## [1] 18.000000000 0.001014959 0.001014959  
## [1] 1.900000e+01 6.766395e-04 6.766395e-04  
## [1] 2.00000e+01 4.51093e-04 4.51093e-04  
## [1] 2.100000e+01 3.007287e-04 3.007287e-04  
## [1] 2.200000e+01 2.004858e-04 2.004858e-04

newz

## [,1]  
## [1,] 0.0001336572  
## [2,] 0.0001336572

c(g1(newz),g2(newz))

## [1] 1.910147e-11 1.910147e-11

cf) 업데이트 되는 알고리즘을 자세하게 써서 정리하여 보아라.

## 3. Maximizing likelihood functions Using Newton's method (-dim.)

을 어떤 모집단으로부터의 랜덤샘플이라 하고, 를 확률밀도(질량)함수라 하자. 여기서 는 모수이다.

최대우도추정량(MLE) 은 다음과 같은 log-likelihood를 최대화하는 값으로 정의된다.

적절한 조건 하에서 MLE를 찾는 것은 다음과 같은 우도방정식을 푸는 것으로 귀결된다.

의 1차, 2차 (편)미분함수들을 다음과 같이 정의하면,

우도방정식의 해를 구하기 위한 Newton's algorithm은 다음과 같이 표현된다.

여기서 를 의 gradient vector, 를 Hessian matrix 라 한다.

#### 3.1 Observed vs expected information

피셔정보행렬(Fisher information matrix)의 정의를 떠올려 보아라.

여기서 는 Hessian matrix이다. 즉,

임을 알 수 있다. 이 때, 를 observed information이라 하고, 그 기대값을 expected (Fisher) information 이라 한다.

* 는 최대값 근처에서 우도함수의 모양(특히, 뾰족한 정도)을 결정한다.
* 의 값이 모든 에 대하여 양정치행렬(positive definite)인 경우 Newton's method에 의해 생성되는 수열의 MLE로의 수렴성이 안정적이다. 하지만, 경우에 따라 그렇지 않을 수 있으며 이 경우 알고리즘이 불안정할 수 있다.

#### 3.2 Example

이 로부터의 랜덤샘플일 때, 에 대한 MLE.

theta <- c(1,1)  
dl1 <- function(x,m,s){sum(x-m)/s}  
dl2 <- function(x,m,s){sum((x-m)^2)/(2\*s^2)-length(x)/(2\*s)}  
ddl11<- function(x,m,s){-length(x)/s}  
ddl12<- function(x,m,s){-sum(x-m)/(s^2)}  
ddl21<- function(x,m,s){-sum(x-m)/(s^2)}  
ddl22<- function(x,m,s){-sum((x-m)^2)/(s^3)+length(x)/(2\*s^2)}  
tol <- 10^{-8}  
set.seed(1)  
x <- rnorm(100,2,3)  
for (i in 1:100)  
 {  
 ddl <- matrix(c(ddl11(x,theta[1],theta[2]),ddl21(x,theta[1],theta[2]),ddl12(x,theta[1],theta[2]),ddl22(x,theta[1],theta[2])),2,2)  
 newtheta <- theta - solve(ddl)%\*%c(dl1(x,theta[1],theta[2]),dl2(x,theta[1],theta[2]))  
 err <- sum((newtheta-theta)^2)  
 print(c(i,theta))  
 if (err<tol) break  
 theta<-newtheta  
 }

## [1] 1 1 1  
## [1] 2.000000 1.887478 1.331045  
## [1] 3.000000 2.135969 1.908983  
## [1] 4.000000 2.246471 2.711758  
## [1] 5.000000 2.295932 3.750934  
## [1] 6.000000 2.316724 4.964009  
## [1] 7.000000 2.324314 6.136989  
## [1] 8.000000 2.326362 6.919990  
## [1] 9.000000 2.326651 7.168948  
## [1] 10.000000 2.326662 7.188147  
## [1] 11.000000 2.326662 7.188250

newtheta

## [,1]  
## [1,] 2.326662  
## [2,] 7.188250

## 4. Scoring method

앞에서 이야기한 바대로 Newton's method는 빠른 수렴속도를 보장하는 대신 알고리즘의 불안정성 문제가 발생하는 경우가 빈번하다. 또한, Hessian matrix를 매 iteration step마다 계산하고 inverse를 취하여야 하는데 이 계산과정에 매우 큰 자원(혹은 시간)이 소요되는 경우가 있다. 이러한 단점을 보완하기 위하여 제안된 방법이 Scoring method이다. 이 방법은 기본적인 알고리즘의 형태는 유지하되 observed information인 (- Hessian matrix)를 그 기대값인 expected information (피셔정보행렬)로 대체하는 것이다.

* 는 에 비해 계산이 간단한 경우가 많다.
* 는 언제나 양수의 값(모수의 차원이 1인 경우)을 가지거나 양정치행렬(positive (semi-)definite matrix)이다. (why?)

위와 같은 이유에 의해 알고리즘이 Newton's method에 비해 안정화되는 경향이 있으며, 계산량도 더 적어진다.

* cf1) 어떤 경우에는 Newton's method와 scoring method가 동일하다.
* cf2) 피셔정보행렬로 대체하는 것이 가장 일반적이나, 다른 방법들도 존재한다. (예를 들어 항등행렬 로 대체)
* cf3) 피셔정보행렬의 역행렬(을 true parameter에서 계산한 값)이 MLE의 점근적분산인 것으로 알려져 있고, Scoring method는 이 값을 자동으로 제공한다.

#### 4.1 성공확률 (revisited)

이 로부터의 랜덤샘플일 때, 성공확률 에 대한 MLE.

p <- 0.1  
g <- function(x,p){sum(x)/p - (length(x)-sum(x))/(1-p)}  
dg <- function(x,p){-length(x)/(p\*(1-p))}  
tol <- 10^{-8}  
set.seed(1)  
x=rbinom(100,1,0.3)  
for (i in 1:100)  
 {  
 J <- dg(x,p)  
 newp <- p - g(x,p)/dg(x,p)  
 err <- abs(newp-p)  
 print(c(i,p))  
 if (err<tol) break  
 p<-newp  
 }

## [1] 1.0 0.1  
## [1] 2.00 0.32

c(newp,sum(x)/length(x))

## [1] 0.32 0.32

cf) 알고리즘을 구체적으로 작성하여 보아라.

#### 4.2 로지스틱(logistics) 분포 (revisited)

이 다음과 같은 확률분포로부터의 랜덤샘플일 때, 모수 에 대한 MLE를 계산해보자.

dl <- function(x,theta){length(x)-2\*sum( exp(-x+theta)/(1+exp(-x+theta)))}  
ddl <- function(x,theta){-2\*sum( exp(-x+theta)/(1+exp(-x+theta))^2)}  
tol <- 10^{-8}  
set.seed(1)  
x=rlogis(100,5,1)  
theta <- mean(x)  
for (i in 1:100)  
 {  
 newtheta <- theta - dl(x,theta)/(-length(x)/3)  
 err <- abs(newtheta-theta)  
 print(c(i,theta))  
 if (err<tol) break  
 theta<-newtheta  
 }

## [1] 1.000000 5.087336  
## [1] 2.000000 5.100649  
## [1] 3.00000 5.09966  
## [1] 4.000000 5.099734  
## [1] 5.000000 5.099728  
## [1] 6.000000 5.099729  
## [1] 7.000000 5.099729

dl(x,theta)

## [1] 7.471326e-08

cf) expected information의 계산이 너무 복잡한 경우 Scoring method의 적용이 더 어려운 경우도 있다.

#### 4.3 정규분포 (revisited)

으로부터

theta <- c(1,1)  
dl1 <- function(x,m,s){sum(x-m)/s}  
dl2 <- function(x,m,s){sum((x-m)^2)/(2\*s^2)-length(x)/(2\*s)}  
ddl11<- function(x,m,s){length(x)/s}  
ddl22<- function(x,m,s){length(x)/(2\*s^2)}  
tol <- 10^{-8}  
set.seed(1)  
x <- rnorm(100,2,3)  
for (i in 1:100)  
 {  
 ddl <- matrix(c(ddl11(x,theta[1],theta[2]),0,0,ddl22(x,theta[1],theta[2])),2,2)  
 newtheta <- theta + solve(ddl)%\*%c(dl1(x,theta[1],theta[2]),dl2(x,theta[1],theta[2]))  
 err <- sum((newtheta-theta)^2)  
 print(c(i,theta))  
 if (err<tol) break  
 theta<-newtheta  
 }

## [1] 1 1 1  
## [1] 2.000000 2.326662 8.948283  
## [1] 3.000000 2.326662 7.188250

newtheta

## [,1]  
## [1,] 2.326662  
## [2,] 7.188250

## 5. Exercise

1. Weibull distribution
2. Cauchy distribution
3. Gamma distribution
4. Geometric distribution (with re-parametrization)

## 6. Nonlinear regression

#### 6.1 Normally distributed errors

이 로부터의 랜덤샘플이라고 하자. 추정모수는 이고 는 알려져 있는 상수일 때, 우도함수는 다음과 같이 표현된다.

따라서,

그러므로, Scoring method를 적용하면,

이때, 에 대한 업데이트 알고리즘을 Gauss-Newton 알고리즘이라고 부른다.

위 알고리즘에서 특이한 점은 의 업데이트에 은 전혀 관여하지 않는다는 것이다. 그리고, 에 대한 추정량은 의 최종 업데이트 값을 위에 대입함으로써 얻어진다.

#### 6.2 Least squares

이 평균이 인 분포로부터의 랜덤샘플이라고 할 때, 제곱합을 다음과 같이 정의.

를 최소로 하는 를 Newton's method에 의해 찾으면,

Hessian에서 부분은 종종 생략되고 (가 선형함수에 가깝거나 오차를 나타내는 가 충분히 작으면 생략하는 것에 큰 무리가 없음.) 첫번째 term만 남기기도 한다. 이렇게 하면, 6.1의 Gauss-Newton 알고리즘과 같아진다. 또한, 그렇게 되면 근사적인 Hessian matrix가 양정치행렬이 되어 알고리즘이 안정화된다 (MLE를 얻기 위해 scoring method를 슬 때 나타나는 장점과 같다.). 이렇게 구한 추정량을 라 하면,

1. 의 점근적 분포는 , .
2. 은 으로 추정될 수 있다.
3. 는 에 의해 추정될 수 있다.

* Exponential population model

where .

ddmu11 <- function(t,phi){sum(exp(2\*phi[2]\*t))}  
ddmu12 <- ddmu21 <- function(t,phi){sum( phi[1]\*t\*exp(2\*phi[2]\*t) )}  
ddmu22 <- function(t,phi){sum( phi[1]^2\*t^2\*exp(2\*phi[2]\*t) )}  
dmu1 <- function(x,t,phi){sum( (x-phi[1]\*exp(phi[2]\*t)) \* exp(phi[2]\*t))}  
dmu2 <- function(x,t,phi){sum( (x-phi[1]\*exp(phi[2]\*t)) \* phi[1]\*t\*exp(phi[2]\*t))}  
tol <- 10^{-8}  
set.seed(1)  
t <- runif(100,0,10)  
phi <- c(1,1)  
x <- 3\*exp(0.3\*t) + rnorm(100,0,7)  
plot(t,x)
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for (i in 1:100)  
 {  
 dmu <-c(dmu1(x,t,phi),dmu2(x,t,phi))  
 ddmu <- matrix(c(ddmu11(t,phi),ddmu12(t,phi),ddmu21(t,phi),ddmu22(t,phi)),2,2)  
 newphi <- phi + solve(ddmu)%\*%dmu  
 err <- max(abs(newphi-phi))  
 print(c(i,phi))  
 if (err<tol) break  
 phi<-newphi  
 }

## [1] 1 1 1  
## [1] 2.00000000 0.04798841 0.99538910  
## [1] 3.00000000 0.04980944 0.89570852  
## [1] 4.0000000 0.1099059 0.6865561  
## [1] 5.0000000 0.5143744 0.2673006  
## [1] 6.0000000 2.5716430 0.6001233  
## [1] 7.0000000 0.9039368 0.5702227  
## [1] 8.0000000 1.0817402 0.4711057  
## [1] 9.0000000 1.8118112 0.3528836  
## [1] 10.0000000 2.6320627 0.3083142  
## [1] 11.000000 2.717935 0.313716  
## [1] 12.0000000 2.7193316 0.3133709  
## [1] 13.0000000 2.7193521 0.3133697  
## [1] 14.0000000 2.7193522 0.3133697

sigma <- mean((x-phi[1]\*exp(phi[2]\*t))^2)  
c(phi,sigma)

## [1] 2.7193522 0.3133697 42.5948903

ddmu<-matrix(c(ddmu11(t,phi),ddmu12(t,phi),ddmu21(t,phi),ddmu22(t,phi)),2,2)  
sigma\*solve(ddmu) # covariance matrix of hatphi

## [,1] [,2]  
## [1,] 0.171054271 -0.0074948676  
## [2,] -0.007494868 0.0003393297

2\*sigma^2/length(x) # variance of sigma^2

## [1] 36.28649

## 7. Generalized linear model (일반화선형모형)

선형회귀모형은 추정과 해석이 매우 간단하고 직관적이어서 매우 널리 사용되어 왔다. 하지만, 어떤 경우에는 선형회귀모형이 한계를 가질 때가 있다. 그것은

1. 반응변수의 범위가 제한되어 있을 때 (예) 사망여부, 수상횟수)
2. 반응변수의 분산이 평균에 의존하여 변할 때

등이다. 일반화선형모형(GLM)은 이러한 한계를 극복 혹은 보완할 수 있는 모형이다.

#### 7.1 Exponential family (지수족)

통계분석을 위해 유용한 많은 분포가 지수족이라고 하는 분포족으로 일반화할 수 있음을 알고 있을 것이다. 확률밀도(질량)함수가 다음과 같은 형태를 가질 때 지수족에 속한다 한다.

예1. -> 지수분포

예2. -> Poisson 분포

지수족의 경우 로그우도함수에 대하여 gradient vector(score function)와 expected information matrix는 각각 다음과 같이 계산된다.

단, 여기서 , 이다.

cf1) 가 선형함수면, observed information과 expected information이 일치한다. 즉, Newton's method와 Scoring method가 일치한다.

cf2) 을 독립표본이라 할 때, score function은

* Binomial model

이는 and 인 지수족이다. 또한,

그러므로,

* Poisson model

이는 and 인 지수족이다. 또한,

그러므로,

* Multinomial model

따라서,

cf) multinomial 분포의 공분산행렬은 역행렬이 존재하지 않는다. 다만, 일반화역행렬(generalized inverse)를 이용하여 계산하면, 위와 같은 결과를 얻을 수 있다. (참고문헌 Table 11.1 (개정판 Table 14.1))

* Example : Allele frequency estimation

혈액형을 결정하는 유전자는 A, B, O 세 가지 타입으로 알려져 있으며, 이들의 조합에 의해 실제로는 A(AA/AO), B(BB,BO), O(OO), AB(AB) 네 가지의 형질로 나타난다. 만약 A,B 유전자의 비율을 라 하면, 각 형질이 나타날 확률은

(1)A :

(2)B :

(3)O :

(4)AB :

가 될 것이다. 즉, 를 명의 사람에 대하여 각각의 형질이 나타난 것을 count한 것, 를 위 (1)~(4)에 나타난 각 형질의 발생확률이라 하면, 라 할 수 있다.

실제 십이지장 궤양 환자 521명을 조사한 결과, 각 혈액형이 A:186, B:38, O:284, AB:13 으로 관측되었다고 할 때, 의 MLE를 계산하여 보자.

theta<-c(0.3,0.2)  
p1<-function(theta){theta[1]\*(2-theta[1]-2\*theta[2])}  
p2<-function(theta){theta[2]\*(2-theta[2]-2\*theta[1])}  
p3<-function(theta){(1-theta[1]-theta[2])^2}  
p4<-function(theta){2\*theta[1]\*theta[2]}  
dp1<-function(theta){ c(2\*(1-theta[1]-theta[2]),-2\*theta[1]) }  
dp2<-function(theta){ c(-2\*theta[2],2\*(1-theta[1]-theta[2])) }  
dp3<-function(theta){ c(-2\*(1-theta[1]-theta[2]),-2\*(1-theta[1]-theta[2])) }  
dp4<-function(theta){ c(2\*theta[2],2\*theta[1]) }  
dl <- function(t,theta){ cbind(dp1(theta),dp2(theta),dp3(theta),dp4(theta))%\*%(t/c(p1(theta),p2(theta),p3(theta),p4(theta))) }  
I <- function(t,theta){ cbind(dp1(theta),dp2(theta),dp3(theta),dp4(theta))%\*%diag(sum(t)/c(p1(theta),p2(theta),p3(theta),p4(theta)))%\*%t(cbind(dp1(theta),dp2(theta),dp3(theta),dp4(theta))) }  
tol <- 10^{-8}  
set.seed(1)  
t <- c(186,38,284,13)  
for (i in 1:100)  
 {  
 newtheta <- theta + solve(I(t,theta))%\*%dl(t,theta)  
 err <- max(abs(newtheta-theta))  
 print(c(i,theta))  
 if (err<tol) break  
 theta<-newtheta  
 }

## [1] 1.0 0.3 0.2  
## [1] 2.0000000 0.2025672 0.0321977  
## [1] 3.00000000 0.21350164 0.04999542  
## [1] 4.0000000 0.2135911 0.0501455  
## [1] 5.00000000 0.21359094 0.05014533

c(theta,1-sum(theta))

## [1] 0.21359094 0.05014533 0.73626373

ACOV=solve(I(t,theta)) # covariance matrix of hattheta  
sqrt(c(ACOV[1,1],ACOV[2,2],ACOV[1,1]+ACOV[2,2]+2\*ACOV[1,2])) # asymptotic standard deviation of estimates

## [1] 0.013525296 0.006849005 0.014469224

#### 7.2 GLM

이 지수족에 포함된 분포로부터의 임의표본이고, 일 때 의 평균 라 하자. 단조함수 에 의하여 평균과 또다른 변수의 선형결합을 다음과 같이 모형화한다면,

score function과 expected information은 다음과 같이 주어진다.

여기서, 의 역함수 를 연결함수(link function)이라 한다. 즉, GLM은

와 같이 평균의 적절한 변환을 선형으로 모형화하는 것이다. 만약, 가 항등함수인 경우 이 모형은 우리가 잘 알고 있는 선형회귀모형이 된다.

연결함수는 평균이 가지게 되는 범위를 적절하게 조정해 주는 역할을 주로 한다. 연결함수를 어떻게 지정하느냐에 따라 의 추정량의 성질이 달라질 수 있으며, 특히 수치적으로 해를 구하는 알고리즘의 성질에도 영향을 미치게 된다.

이면, 을 정준연결함수(canonical link function)이라고 한다. 이 경우 Newton's method와 Scoring method가 일치하게 된다. (Why?)

* Logistic regression

일 때, 설명변수 에 대하여 다음과 같이 모형화하면,

, ,

cf) 연결함수 으로 하는 경우 Probit 모형이라 부른다. 또한 으로 하기도 한다. 정준연결함수는 Logit 함수이다.

* Poisson regression

일 때, 설명변수 에 대하여 다음과 같이 모형화하면,

, ,

cf) 정준연결함수는 Log 함수이다.

#### 7.3 Example

AIDS data from Australia during 1983-1986

z <- 1:14  
int <- rep(1,length(z))  
x <- c(0,1,2,3,1,4,9,18,23,31,20,25,37,45)  
plot(z,x)  
# abline(lm(x~z)$coefficients,col="blue")  
theta<-c(0,1)  
dl <- function(x,z,theta){ t(cbind(int,z))%\*%(x-exp( cbind(int,z)%\*%theta) ) }  
I <- function(x,z,theta){ t(cbind(int,z))%\*%diag(as.vector(exp(cbind(int,z)%\*%theta)))%\*%cbind(int,z) }  
tol <- 10^{-8}  
for (i in 1:100)  
 {  
 newtheta <- theta + solve(I(x,z,theta))%\*%dl(x,z,theta)  
 err <- max(abs(newtheta-theta))  
 print(c(i,theta))  
 if (err<tol) break  
 theta<-newtheta  
 }

## [1] 1 0 1  
## [1] 2.0000000 -0.9957892 0.9996948  
## [1] 3.0000000 -1.9843533 0.9988658  
## [1] 4.0000000 -2.9533422 0.9966178  
## [1] 5.0000000 -3.8695973 0.9905473  
## [1] 6.0000000 -4.6459773 0.9743377  
## [1] 7.0000000 -5.0667633 0.9323555  
## [1] 8.0000000 -4.6839986 0.8321675  
## [1] 9.0000000 -3.0139377 0.6391659  
## [1] 10.0000000 -0.8657718 0.4160759  
## [1] 11.00000000 0.05815496 0.30046811  
## [1] 12.0000000 0.3091487 0.2617294  
## [1] 13.0000000 0.3391299 0.2566130  
## [1] 14.0000000 0.3396338 0.2565236  
## [1] 15.0000000 0.3396339 0.2565236

gfit=glm(x ~ z, family = poisson()) # equivalent fitting by pre-defined function in R  
summary(gfit)

##   
## Call:  
## glm(formula = x ~ z, family = poisson())  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.21008 -1.02032 -0.69704 0.04028 2.70758   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.33963 0.25119 1.352 0.176   
## z 0.25652 0.02204 11.639 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for poisson family taken to be 1)  
##   
## Null deviance: 207.272 on 13 degrees of freedom  
## Residual deviance: 29.654 on 12 degrees of freedom  
## AIC: 86.581  
##   
## Number of Fisher Scoring iterations: 5

lines(z,exp(theta[1]+theta[2]\*z),col="red")

![](data:image/png;base64,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)